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Abstract

The concept of human-in-the-loop’ (Hilo) has gained prominence as
a regulatory mechanism for ensuring human control in automated
systems, particularly in the context of automated decision-making
(ADM) mechanisms or Al-supported systems. However, despite its
increasing use in regulatory discourse, there is a lack of empirical
understanding regarding the real-world conditions and influencing
factors that affect decision-making processes in such hybrid sys-
tems. This paper aims to address this gap by focusing on the use
of automation, and the inclusion of humans, in consumer-facing
credit lending decisions, a key industry use case. By employing
an interdisciplinary approach that combines legal perspectives, so-
cial sciences, and architectural modeling—a methodology rooted in
computer science—this research offers a first systematic analysis of
the factors that influence meaningful human control in

(semi-)automated decision processes. Specifically, it contributes
to the field by broadening the understanding of the Hilo concept
and providing empirical insights into the factors that influence
human-machine interaction in co-decisionary architectures. Ref-
erencing existing literature that proposes to differentiate various
roles for Hilos, the paper proposes two additional roles of Hilos to
be considered, due to its empirical findings, namely a special case
handling role and a broader understanding of the resilience role of
Hilos.
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1 INTRODUCTION

The human-in-the-loop (Hilo) concept is increasingly used as a
regulatory tool to initiate and mandate meaningful human con-
trol in automated systems. Hilos are implemented in automated
decision-making (ADM) processes to fulfill a number of roles, such
as correcting a system recommendation (corrective role) or helping
users interact with the system (interface role) [1]. Importantly,
they are also employed to assign accountability and liability to
[2, 3]. However, Hilos should not have to assume liability without
being provided with adequate measures and conditions to mean-
ingfully influence the decision outcome. It is therefore necessary to
understand which influencing factors affect human-machine inter-
actions in what way, so that meaningful human agency is enabled.
While it has been widely discussed in the regulatory discourse on
automation, especially since the increasing relevance of artificial
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intelligence (AI) systems, the concept is hardly ever based on a
deeper empirical understanding of such conditions and influencing
factors for actual humans in the loop in real-world settings. As a
result, there is a lack of understanding of the influencing factors
that humans in the loop of ADM processes might face. Our research
aims to fill this knowledge gap and thereby contribute to the field
of influencing factors in fairness, accountability and transparency,
while focusing on an industrial use case, namely the automation
of credit lending. One the one hand, the influencing factors can
be used to evaluate existing or planned Hilo implementations for
their potential to have a meaningful impact on the decision-making
process. Conversely, they can be used in the regulatory discourse,
which this paper only makes reference to, to determine the quality
of requirements for human intervention in automated processes.
We followed an interdisciplinary approach, combining legal per-
spectives with social sciences, as well as a methodological approach
called architectural modelling, which is rooted in computer sci-
ence. Only this multifaceted approach allowed us to systematically
analyze the influencing factors for meaningful human control in
automation. This research is part of an ongoing research effort with
the overall goal of developing a guiding taxonomy of such factors.
However, this particular paper will zoom in on the first iteration
and focus on insights into relevant influence factors for the case of
credit lending.
The main contributions of this paper are:

1. Reflecting on existing conceptualizations of the Hilo and
proposing a broader definition.

. Enriching the concept of the Hilo with empirical evidence
on relevant influencing factors for Hilos in the case of credit
lending.

. Introducing additional roles to the Hilo discourse, namely a
special case handling role, and arguing for a broader under-
standing of the resilience role of Hilos.

2 BACKGROUND

This section begins with an overview and reflection of literature
on the concept of the ‘human-in-the-loop’ in decision-making pro-
cesses. Following this reflection, it introduces our definition and
explains the lending process together with its legal background.
‘Human-in-the-loop’ is a technical term that originated in the
field of computer science and describes controls in the machine
learning cycle to improve the accuracy of models [4]. This idea,
together with its label, has by now entered several non-technical
disciplines, notably law [5-7], in the context of the regulation of
(semi-)automated decision-making processes. The term often pro-
vokes ambiguous interpretations as to which human and which loop
specifically is targeted. For example, Article 22 of the EU General
Data Protection Regulation (GDPR) prohibits (under certain cir-
cumstances) subjecting individuals to purely automated decisions,
which has led to the pro forma inclusion of humans in increasingly
automated decision-making processes. According to current con-
ceptualizations in the literature—especially in the field of law—Hilos
are supposed to ensure accountability, preserve human agency and
fulfill constitutional principles (including dignity), among other val-
ues and factors associated with the inclusion of humans [3, 6, 8-10].
Looking at some of the practical contexts in which the Hilo concept
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is being discussed, the challenge of maintaining ethical decision
making and individual justice versus operability in the face of sheer
volume becomes apparent [8]. This problem has been described
as a “fairness-utility trade-off” [11]. In addition to ensuring ‘due
process’, public trust in a decision outcome is significantly influ-
enced by the actor making the decision, with higher initial trust
achieved when humans are ‘in the loop’ than when decisions are
made by fully automated systems [12, 13]. This effect justifies a
dual focus on both the accuracy of systems and public acceptance
of procedures and outcomes [14].

Considering existing and planned legal documents containing
Hilo requirements, it is tempting to adopt the regulatory assumption
that the inclusion of ‘a human’ in ‘the loop’ ensures (more) correct
and (more) ethical decision-making. However, critical voices in the
literature have raised concerns over the lack of adequate consid-
eration of the individual’s capacity to meaningfully contribute to
or intervene in the decision-making process [1, 3, 10]. Crucially,
human capabilities and individual factors (including risk aversion,
internal goal conflicts, framing effects, situational effects, “work-
load, situational awareness, stress and fatigue” [15, 17, 18]) rarely
receive adequate attention. Not only do these factors affect human
judgement and decision-making in general, but their specific com-
bination leads to different behavioral manifestations depending on
the individual [16]. For example, stress is perceived and responded
to differently by different people. If a person’s involvement is to be
meaningful in terms of fulfilling the above expectations, psycho-
logical variables should be considered in any process and interface
design.

Another criticism of the current understanding of the Hilo con-
cept concerns the assumption of a binary liability construct [2].
This critique argues that, from a regulatory perspective, the inclu-
sion of a Hilo exempts a company that uses an ADM system for
most of the decision process from the restrictions imposed on fully
automated decision making, such as Art. 22 GDPR, regardless of
whether the Hilo has the ability to meaningfully participate in the
decision or merely ‘rubber stamps’ the system’s recommendations.
Such a rubber stamping is especially problematic, where Hilos are
included into an ADM process specifically so that liability can be at-
tributed to them [2, 3]. It is therefore argued that further discussion
is needed on what criteria ensure meaningful human intervention,
so that the Hilo can actually review the results provided by the
ADM systems. The European Court of Justice (ECJ) underlined this
in its much-publicized so-called “Schufa decision” (Case C-634/21).
The ECJ found that a decision-making process is “based solely on
automated processing” within the meaning of Art. 22 (1) GDPR,
even if a human actor is added to the decision-making loop, as long
as the human decision “draws strongly” on the output provided by
the ADM system (Recital 73). In other words: A decision process
design in which a human actor merely accepts a recommendation
from an ADM system without further regard is still considered an
automated decision.

This shows that the Hilo concept is inextricably linked to the
notion of meaningful human control (MHC), which includes the
maintenance and reinforcement of “individual human control and
moral responsibility within a complex (technical) system” [19]. The
following relationship is proposed: any Hilo should be able to
exercise MHC. However, it has been posited that not every instance
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of MHC needs to be executed by a human actor, as it has been
suggested that human-like control could be considered sufficient
even when executed by non-human entities [20, 21]. As noted by
De Sio and van den Hoven, this is the case when a decision-making
system is consistent with human moral reasoning.

To add to the complexity, many, if not most, real-world decisions
in organizational contexts are unlikely to be made in isolation by a
single actor. Accordingly, this increases the risk of misalignment
of values between strategic decision makers (e.g., boards of direc-
tors) and practical decision makers (e.g., front-desk advisors) with
unmet information needs due to context-specific, pragmatic chal-
lenges in implementing these values [10, 16]. As (semi-)automated
systems are increasingly integrated into such processes, issues of
non-transparency could be catalyzed, as certain steps are no longer
instructed to be carried out by a human, but opaquely automated.
This opacity reveals the intertwined fallacy of the common expecta-
tion to simply combine the strengths of humans (e.g., reasoning or
context awareness) and machines (e.g., speed or consistency). This
conclusion is short-sighted, as their interaction brings about its
own strengths and weaknesses, including risks such as automation
bias as well as the progressive fading of skills [1], which negatively
affects the situational and long-term supervisory effectiveness of
the individual. It is therefore essential to mediate these issues with
longer-term observations and empirically tested measures such as
careful, human-centered interface design with a focus on intuitive
usability [22]. From a more strategic perspective, the structural
incompatibility of machine and human decision making raises pro-
cedural questions about efficient integration [23], many of which
remain to be answered. Some of these questions include how to
establish complementary human-machine interaction and what
effective ‘explainability’ of Al systems might look like [24, 25].

In her comprehensive work on the legal conceptualization of the
human-in-the-loop, Crootof [1] describes nine non-exclusive roles
humans can take in automated processes, which were labeled as
follows: corrective, resilience, justificatory, dignitary, accountabil-
ity, ‘stand-in’, friction, ‘warm body’, and interface. A full appraisal
of the publication is highly recommended for a detailed description
of every role. However, it shall be noted that due to imprecision
in legal requirements as well as in occupational instructions, it is
unlikely that said roles can be fulfilled in practice. Crootof explic-
itly criticizes how decisions are often viewed as isolated situations
where humans are put in place to absorb liability and serve as a
moral crumping zone, without sufficient training for and explana-
tion of their intended function in the ADM-process. According to
her, the key “question for successful automation is not who has con-
trol over what or how much—it is how do we get along together?”
[1].

Given the practical complexity of human-machine ‘collaborative’
decision-making in organizational contexts, it is crucial to fully
consider the relevant factors that influence the realization of a
decision. This requires reflection on the entire human-led process—
as part of a socio-technical system—leading up to the subsequent
practical situation(s), as the latter seems to be a key concern of most
Hilo regulations [1]. Only a careful, system-wide integration of
these factors in the setting of normative frameworks can fulfill the
promise of the intended fairness, accountability and transparency
of governance measures.
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2.1 Defining ‘human-in-the-loop’

Different disciplines have made important contributions to the un-
derstanding of the human-in-the-loop concept, but there is no cross-
disciplinary and generally accepted definition. On the contrary, it
is striking that different disciplines have different understandings
of the Hilo. In particular, the approaches differ with regard to the
stage in the life cycle of an automated system at which the human
actor considered to be a Hilo interacts with the system.

Publications from the computer science literature predominantly
understand the Hilo as a human actor who interacts with Al systems
in their development and training phase in order to combine human
and machine ‘intelligence’ to increase the accuracy of the trained
systems [4]. It can be said that a coherent understanding of the
Hilo concept has emerged in computer science [26]. However, such
a narrow understanding, which focuses only on the development
process of systems, does not allow for a comprehensive assessment
of the interaction between humans and machines as part of (semi-
)Jautomated processes within complex socio-technical systems [1].
Such a definition does not capture interactions in the context of
operating a hybrid decision system. The different roles of human
influence on machine systems cannot be adequately analyzed in
this way.

Regulatory definitions, on the other hand, specifically take into
account the human influence on a deployed decision-making sys-
tem during its operation. The European Commission, for example,
understands human-in-the-loop as “human intervention in every
decision cycle of the system” [27]. The Commission then concludes
that such an implementation of human involvement would be ‘nei-
ther possible nor desirable’ and that this concept is therefore not
recommended for the implementation of human oversight. How-
ever, despite this criticism of the Hilo concept, relevant regulatory
publications continue to refer to and reflect on this regulatory
understanding [1]. Crootof et al. [1] acknowledge this working
definition, but at the same time criticize it as narrow, since it only
addresses the systems implementation phase. They therefore sug-
gest that regulators should not overlook other significant human
contributions to a decision-making process, for instance, in earlier
phases of an Al-lifecycle.

The present paper further supports Crootof et al’s criticism of
the limited regulatory understanding of the Hilo concept. This
narrow understanding ignores the fact that human influence on
many stages and different loops of a decision system can signifi-
cantly affect the quality of decisions. Therefore, the Hilo definition
should include interactions during iterative revision cycles and not
be limited to humans interacting with the system at each individual
decision cycle. For this reason, we propose a mediating and broader
definition of the Hilo concept that includes the production and
improvement process of decision systems, as well as upstream and
downstream processes and the actual deployment phase. In all of
these phases, human influence can have a significant impact on
the results or decisions of the overall system, depending on the
degree of actual involvement. The definition includes (semi-)auto-
mated decision-making systems and not only those systems that are
primarily discussed under the ambiguous term Al Therefore, the
term “automated decision-making systems”, as used, for example,
in Art. 22 GDPR is utilized instead.
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We propose a broader definition of the human-in-the-loop con-
cept as an umbrella term to describe the roles and interactions of
human actors in automated decision-making systems throughout
their lifecycle, which have a significant impact on the quality of
decision-making.

This definition allows for a more holistic approach to identifying
actors as Hilo who have a significant impact, rather than focusing
solely on the development process or the deployment phase. The
quality of a decision is a context-dependent measure that can be
constructed from a variety of dimensions, including the perspective
of the actors involved. In the case of credit institutions, a good
credit decision is defined as one that is at least profitable, has low
default rates, and is legally compliant. Beyond these indicators,
further standards—which may be of a legal or ethical nature—may
be relevant for assessing the quality of a decision, such as non-
discrimination. Discrimination is defined here as any unjustified
(direct or indirect) disadvantage in the sense of the principles of
equality in Article 3 of the German Constitution and Section 3
of the German Equal Treatment Act (AGG). Important elements
of decision quality from a philosophical perspective, proposed by
Santoni de Sio and van den Hoven [21], are that decisions follow
human and moral reasons as well as the legal framework. The
absence of arbitrariness, the reliance on rational argumentation,
and the grounding of the decision in the “well-founded general
ideas of justice of the community” [28] are also seen as further
indicators of the quality of a decision.

The limitation of the Hilo definition to human actors with sig-
nificant influence serves to limit the scope of this definition. Con-
sequently, only incidentally relevant contributions to the final deci-
sion should be excluded. In order to determine the significance of a
contribution, it is necessary to consider it in the context of the spe-
cific individual process. Therefore, the definition of general criteria
for its existence must be made with reservations. In any case, it
is likely to be relevant to consider the proximity of a contribution
to the decision in question and the agency of the human actor in
question in terms of their ability to influence the decision.

We recognize, however, that the degree of significant influence
is open to debate. This need for context and interpretation is pro-
ductive in the sense that it requires reflection on the identification
of the relevant Hilos in each specific use case.

2.2 Methods

The guiding research question of our work is: Which influencing
factors have a significant impact on the human-in-the-loop and
the quality of decision-making from an applied perspective? We
approached this question in the following way.

Our study followed an interdisciplinary research approach in-
volving scholars from law, social sciences, and computer science,
which allowed us to examine the factors influencing Hilos from
multiple disciplinary perspectives in an exploratory manner. Specif-
ically, our research approach built on several existing methodolo-
gies and combined them for this purpose. At its core, we adapted
Burmeister et al’s [29] ARBITER method (“architecture-based mod-
eling method for ecosystem-based regulation”), which supports
the iterative and systematic exploration of complex socio-technical
ecosystems through architectural modeling, aiming to close the

1265

Theresa Ziiger et al.

discursive gap between information science and law. Starting from
their abstract meta-model as a framework, our approach included
structurally decomposing the decision-making process into its ele-
mental ‘blocks’ and mapping them on horizontal (functional sepa-
ration) and vertical (organizational separation) layers, comprising
relevant human actors with explicit and implicit roles as well as
technological systems with defined purposes. The inclusion of
distinctive human actors at spatiotemporally separated stages of
the process in particular allowed for a more holistic integration of
co-dependent organizational components with variable functions,
interests, and incentives, as well as their reciprocal relationships in
a coherent, examinable visualization. By applying this method and
adjusting it to our research question, we were able to understand the
decision-making ecosystem for the field of credit lending in its full
complexity, i.e., the socio-technical interplay of actors, systems, pro-
cesses, and interfaces beyond mere data flows. In order to study the
lending case addressed in this paper, we conducted three iterations
of data collection (desk research, roundtable discussions, and expert
interviews), architecture model creation and refinement according
to the ARBITER method [29], and derivation of relevant influencing
factors on a micro- and macro-level through a PESTEL analysis [30].
The PESTEL analysis is a structured, heuristic approach from eco-
nomics to identify political, economic, social, environmental, and
legal factors that potentially affect the analyzed issue to be decided
[30]. In the first iteration, we conducted a superficial, exploratory
research based on web searches and unstructured literature reviews
to gain an initial overview of the credit lending ecosystem and
define an adequate level of model abstraction. For our search, we
focused on the keywords “human-in-the-loop” (multiple versions
of the term), “automated decision making”, and “automated lend-
ing”, via the database “Primo ExLibris web library, University of
Liverpool”.

Highly relevant sources for our study were previous works by
Crootof et al. [1] and Tschiatschek et al. [10]. We analyzed these
sources with the aim of extracting frequently mentioned socio-
technical elements and relationships that were considered relevant
to credit lending. Based on these initial findings, we created a
primitive architecture model that outlined the credit and lending
ecosystem. For example, key elements included the most relevant
actors, such as the consumer and the banker, and their relationships
during the lending process. However, these initial findings were
considered insufficient to derive fundamental drivers for Hilo and
lacked empirical support.

Therefore, in a second iteration, we conducted a roundtable
discussion with a group of 13 experts from different fields, some
from banks, credit bureaus, researchers in the field, consumer advo-
cates, as well as relevant NGOs from the financial and technology
sector. The roundtable discussion was recorded via anonymized
note-taking and subsequently coded in a qualitative content analy-
sis [31]. To do this, we created an initial coding scheme to guide
our analysis. The coding scheme included deductive codes from
previous research, such as “actors”, “process information”, and the
various categories of a PESTEL analysis, and was refined with
emerging codes during the coding process.

Based on the coded data, we refined our architecture model to
provide a more nuanced visualization of the lending ecosystem. For
example, we added elements such as a more detailed understanding
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of the actors involved, including the front-desk advisor, the risk
analyst, management, or the audit team, reflecting their functional
relationships, dependencies, and responsibilities. We used both
the architecture model and a PESTEL analysis to derive the first
set of influencing factors for Hilos. Specifically, we used PESTEL
analysis to focus and structure the influencing factors that we
derived from the deeper understanding of the lending process from
our architecture model. However, it became clear that more ‘insider
information’ was needed to better understand the actual drivers,
which are often implicit.

Therefore, in a third iteration, we conducted 13 semi-structured
interviews with a total of 19 experts (in some interviews we talked
to more than one expert from different departments of one institu-
tion). We selected the interviewees based on their extensive expe-
rience and expertise in credit lending and their diverse positions
in different organizations. Ten of these experts were employees of
lending institutions in various positions, ranging from management
to consulting, auditing, or IT. The other nine experts hold positions
in various institutions relevant to our context, including consumer
credit counseling, debt counseling, financial research, law, represen-
tatives from Schufa (a German credit referencing agency), and rep-
resentatives from BaFin (the German Federal Financial Supervisory
Authority). All interviews were conducted following a responsive
interview approach [32], and the interview guide was developed
following Helfferich [33], consisting of narrative prompts for each
section as well as optional follow-up questions. In detail, the in-
terview questions were tailored to the specific expert or group of
experts each time, but recurring key questions related to the in-
terviewees’ workflows, their understanding of the technological
systems they utilize, and their perceptions of the role of automa-
tion in lending. All interviews were transcribed and coded using
MAXQDA and subjected to further qualitative content analysis [31]
with the specific aim of identifying new information for refining
the architecture model and evidence of influencing factors. We
reused our coding scheme from the second iteration and further
refined it during the coding process. Our qualitative content analy-
sis consisted of two cycles of coding. First, following the coding
scheme, we coded all text passages throughout the transcripts, re-
sulting in 694 codes. Second, using axial coding, we aggregated
the codes into overarching categories. For example, major cate-
gories were “decision-making process”, “influencing factors”, and
“meta-learning”. The analyzed data served to identify additional
socio-technical elements and relationships, and helped us fill in
gaps, correct assumptions, and highlight neuralgic points in the
architecture model to gain a more coherent understanding of the
lending process and the various roles of Hilos within this com-
plex ecosystem. Finally, we conducted another PESTEL analysis to
identify other relevant influencing factors.

In a meta-analysis, following an extractive and structured ap-
proach [34, 35] we reflected on the structured results of the PESTEL
analysis with reference to our process knowledge from the archi-
tecture model to identify which are the most relevant influencing
factors for the Hilo as an abstract concept.

1266

FAccT ’25, June 23-26, 2025, Athens, Greece

2.3 Case Study Description

We focused our research to provide insights on empirical factors
influencing humans in the loop in the case of credit lending for
consumer loans with a limit of about one million Euros, which
marks a common risk-barrier in the industry. Evaluation above
one million Euros requires even more involvement of humans,
according to bank internal experts. The scope was limited to the
German context.

The process of obtaining a loan is initiated by the applicant sub-
mitting an application to a designated credit institution, which can
be done either online or in person at a physical branch. It is also
possible to engage the services of an advisor who may act inde-
pendently, on behalf of or in cooperation with a credit institution.
When an application is submitted, the bank initiates an analysis
based on both internal and external data. It is important to note that
internally, a rating based on existing bank data (e.g., income and
expenses, as well as the history of bank account transactions) is pri-
marily used, while externally, a so-called ‘credit score’ is provided,
which is made up of various key figures (e.g., customer payment
defaults, number of credit cards, number of current loans). The
credit institution’s system then calculates the applicant’s creditwor-
thiness and uses this information to formulate a recommendation
regarding the requested loan. This analysis is data-driven, but, ac-
cording to the interviewees, does not use Al in the form of machine
learning, but rather simpler rule-based algorithms. The rules of
these algorithms are based on decisions and instructions by the
credit institution’s management and represent the framework in
which the recommendation system operates. The recommendation
is presented using a traffic light logic: high creditworthiness is
expressed by a “green light”, which indicates that the front-office
staff should generally approve the loan, while a “red light” indicates
that the application should be rejected. Finally, in cases where the
system’s recommendation is indecisive, a “yellow light” is displayed,
prompting the loan officer to contact a risk analyst to review the
application individually (“four-eyes” principle). The analyst con-
siders additional criteria and can make an approval decision that
is largely independent of the recommendation system. In special
circumstances, the bank’s staff can deviate from the system’s recom-
mendations or even bypass the automated recommendation process,
which we will describe in our findings. In addition, the system’s
recommendation is significantly influenced by the score generated
by a credit referencing agency (in Germany, this is usually the Sch-
ufa), which is a key indicator used by credit institutions to assess
an applicant’s creditworthiness. The credit score incorporates a
variety of data obtained from different sources (third parties, such
as cellular providers) and processed by an internal scoring system.
The lending process is a highly complex ecosystem of individual,
self-contained process loops, including the creation of a credit score
and the development of the scoring system. It is only through the
combination of these processes that final credit lending decisions
can be made. In this regard, it is not possible to conceptualize the
involvement of multiple individuals within a single loop; rather, it
is more accurate to perceive these individuals as participating in
multiple, intertwined (sub-)loops whose interactions collectively
facilitate the completion of an overall process.
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It is the inherent responsibility of banks to ensure that their
lending decisions are made in accordance with the relevant legisla-
tion. Consequently, the legal framework that governs the lending
process is of paramount importance for the organization of the
processes. Provisions of contract law impose general requirements
on the conclusion of contracts, such as Section 491a of the German
Civil Code (BGB), which imposes extensive pre-contractual infor-
mation obligations on lenders [36, 37] or §492 BGB, which requires
the written form for consumer credit agreements [36].

However, the requirements resulting from more recent European
legislation are of greater interest. The General Data Protection Reg-
ulation (GDPR) stipulates the need to implement strict data protec-
tion measures with regard to the lawful processing of personal data.
For example, justification for data processing must be provided
at the outset, and data collection must be clearly delineated and
limited to the minimum necessary for processing.

In addition, specific European directives have been established
for certain categories of credit agreements. The regulation of con-
sumer credit, which is relevant to our considerations, will undergo
significant changes as a result of Directive (EU) 2023/2225 on con-
sumer credit agreements. In addition to extensive requirements
regarding the credit assessment process, the Directive includes a
comprehensive prohibition of discrimination.

The functionality and legality of banking products are periodi-
cally reviewed through internal and external audits. The aim of the
audits is to ensure that the products comply with the law. External
audits are conducted by auditors, the BaFin or the European Central
Bank. Internal audits are performed by the Bank’s Internal Audit
Department, which conducts ad hoc and thematic audits. These
audits examine staffing levels, compliance with regulations and the
implementation of new products or processes for possible gaps. If
an internal or external audit identifies weaknesses or a need for
optimization, potential problems are promptly addressed.

From a methodological point of view, the case of lending is not
an easy object of study, as the insight into the decision-making
ecosystem is only fragmentarily documented for public access, and
interviews can only provide a partial description. The aggregation
of distributed knowledge sources into an architecture model based
on the ARBITER method [29] was therefore an important step to-
wards an overall understanding of the complex interplay. This also
explains why we developed a new methodological design based on
the described combination of existing methods. Our approach will
be repeated and iterated in subsequent case studies beyond this
specific case in at least three different case studies. We believe that
the proposed methodological approach will also make a significant
contribution on its own, but we plan to reflect on our methodologi-
cal design only after further iterations, accumulating knowledge
from future case studies.

3 FINDINGS

In the following, we present our findings on the different Hilo
contributions to the credit lending process, the different roles they
encompass in it and the influencing factors that affect the quality
of the decision-making process.
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3.1 Humans-in-the-loops in the credit lending
field

First of all, our research validated the correction of the Hilo concept
that has already been stated by other researchers. In the early
stages of the project, our approach was based on a traditional,
regulatory understanding of the Hilo concept. It was assumed
that a specific human actor would be identified and interact with
a specific machine-generated decision, primarily in the form of a
specific recommendation. It soon became clear that this assumption
was premature, and that we could identify many actors influencing
the decision process. However, our analysis of the process showed
that front-desk advisors, and risk analysts are the actors most clearly
acting as humans in the loop as described by Crootof et al. [1]. They
argue that in practice, more than one person is usually involved
in the Hilo function, and most of the time, it is also more than
one loop that needs to be considered for the decision-making loop
closest to the recommendation system; so, our analysis focused
primarily on them. As referenced above, the Hilo literature refers
to specific roles that human actors can fulfill. In our understanding
of the loan origination process, several such roles can be attributed
to Hilos. In particular, we found that front-desk advisors play
an interface role, helping to ensure that the consumer’s financial
information is entered into the application in the correct manner to
provide a sufficient basis for decision-making. This role is critical,
as consumer input errors are often cited as a barrier to successful
credit applications.

As mentioned, the framework of potential credit decisions for a
given individual case is first shaped by decisions made at the man-
agement level, which are then implemented in the system by IT staff.
These management decisions are influenced by external factors,
including economic considerations (e.g., ECB interest rates), legal
constraints (e.g., anti-discrimination frameworks or requirements
for the implementation of automation systems in the lending pro-
cess), and social factors (e.g., the impact of skills shortages). Experts
in our interviews stressed their understanding that credit lending
decisions, despite automation support, are made by humans:

“Of course we use a rating system to assess credit-
worthiness. This is a regulatory requirement. But
at the end of the day, it’s the individual who makes
the decision. Of course, the rating result is a factor
that flows into the decision. But people make the
decisions. Example: Despite a poor rating result, the
analyst may have reasons that put the rating result
into perspective. Then he approves the loan. Or vice
versa: Good rating result, but there are other points
against granting the loan” Expert for credit risk man-
agement, translated by authors

For recommendations to work as expected, it is of utmost impor-
tance that the applicant, starting the credit decision process, pro-
vides the required financial information accurately and correctly
in the designated interface. In particular, cases that deviate from
the standard inputs can be challenging to categorize within the
predefined data entry fields, as the following statement underlines:

“I think the big problem is that the consumer doesn’t
understand it. The masks don’t even allow that. So,
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with all this automated application through these web-
sites etc. or apps, there is no way to enter a free text
field. [...] And if you now clearly define that we
only have the data fields XY and there is information
beyond that, but it is not requested or the customer
cannot write it anywhere, then their situation is not
fully captured. I think that’s the problem. The data sit-
uation is good, but not good enough?” Internal banking
expert, translated by authors.

Currently, consumers can seek assistance from front-desk staff in
individual branches when completing loan applications. The central
role of data entry in the credit decision-making process pushes
credit applicants to take on a human-in-the-loop role themselves,
especially in online applications, which could increase with further
automation. If they are the only humans left interacting with the
system, their inputs and expertise becomes crucial. The results
of the interviews indicated that data entry interfaces are not yet
able to adequately capture certain cases, especially those where the
relevant financial information cannot be sufficiently translated into
input data. In several interviews, front-desk advisors mentioned
cases where they initiated an alternative manual process if the
system did not allow the accurate data to be entered. One gave the
following example:

“It worked for me. Parents on parental leave. Now that
I think about it, I never thought we’d do a home loan
like that. But then I had an employee who said: Yes,
that’s understandable, so just do everything manually.
So, as long as there’s a little bit of human touch, it’s
possible to make decisions outside the norm.” Internal
banking expert, translated by authors.

Consequently, the responsibility for decision-making in these cases
remains with Hilos. The quality of their decisions is valued here
(also by peers), because it does not depend on the presentation of fi-
nancial information within predetermined dimensions but requires
human interpretation and a solution beyond the automated systems
paths, as another statement exemplifies:

“I recently had a similar case. It involved a couple
where he accepted a severance offer from his com-
pany because he was about to retire. The pension
starts in exactly ten months and the severance pay is
enough to bridge this transition period without any
problems. However, such a case does not fit into any
existing rating system. A human must actually assess
the situation here, as an Al cannot currently do this.
[...] From the machine’s point of view, he currently
has no income. If such circumstances are not incor-
porated into the system in a different way, the AI will
always come to a negative decision. Of course, this
can be overruled, but human judgment remains cru-
cial here”! Business Customer Advisor in a German
Bank, translated by authors.

! Another interesting observation we made from statements like this is that even staff
strongly interacting with the automated credit recommendation system, referred to it
as Al while management staff explained explicitly that the systems are currently rule
based algorithms and not based on machine learning. We will address this finding in
section 4.2 as an influencing factor.
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This human information processing, as it is currently conceptual-
ized, is not yet adequately represented in the roles described by
Crootof et al. [1] or others. It also exceeds what Raso [38] calls
humans “manipulating the system” as a means to interact as skilled
decision-makers, since front desk employees and especially risk
analysts have an organizational mandate to decide based on their
expertise and overwrite the automated recommendations. Conse-
quently, we propose an additional role, which we call the ‘special
case handling role’ of humans in the loop. It captures the mandate
and ability of humans to identify when certain cases fall beyond
the automations systems’ decision paths or other capabilities and
therefore realize a different handling of this specific case.

Another statement exemplifies that human experience combined
with this mandate to possibly overwrite or circumvent the automa-
tion of credit recommendations, can also lead to negative outcomes
for the customers:

“I often hear that in the credit department. Here’s an
example: 'm talking about a customer who operates
in sector X. From my point of view, everything is fine.
Then someone comes along and says: ‘Oh, sector X
— we’ve had a default there before. That’s why we
don’t do it. A machine doesn’t have this subjective
‘flavor’. The machine only looks at figures, data and
facts, without allowing itself to be influenced by such
soft factors. This can be an advantage, but of course
it can also be a disadvantage. As is so often the case,
it can go either way.” Business Customer Advisor in a
German Bank, translated by authors.

Scholars such as Lobel, or Kleinberg et al. have argued that hu-
man decisions under certain conditions can be biased and result in
worse decision-making than full automation [39, 40]. Despite the
awareness of this factor, in the credit lending sector, experts often
express their recognition for expertise through experience, as this
statement illustrates:

“Experience should not be underestimated. An expe-
rienced person who has been doing this for ten years
knows very quickly where to look. An inexperienced
junior employee, on the other hand, naturally takes
longer” Expert for credit risk management, translated
by authors.

Furthermore, although Crootof et al. [1] assign a corrective and a re-
silience role to Hilos neither currently fully encompasses a process
design in which the machine system escalates a decision to a Hilo
in cases where it does not reach a sufficiently reliable assessment.
We propose to extend the understanding of the resilience role, to
capture this process case we found and, in the following, explain,
why this case goes beyond existing descriptions of the corrective
and the resilience role:

In the context of credit scoring systems, a yellow light decision
is displayed when the system does not reach a clear yes or no
recommendation regarding the loan application, prompting the
decision to be escalated to a risk analyst to reevaluate the case
and make the decision. This substitute function is not yet covered
by the corrective roles of Hilos proposed by Crootof et al., which
so far in their description include [1], correcting system decision
errors (1), adjusting the system’s output in specific situations (2),
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and correcting a system’s biases (3). The escalation of a particular
application to the risk analyst does not directly correct the system’s
output or error nor its bias, but introduces a new decision path.
Crootof et al. also consider humans in the loop in a resilience role,
where human actors make decisions on behalf of the system in the
event of malfunction or failure [1]. However, this limited scope
does not fully address the aforementioned yellow light escalation
either. The credit scoring system escalates to risk analysts in cases
of uncertainty without experiencing a malfunction or breakdown.
Consequently, this paper proposes to extend the understanding of
this resilience role to include instances of voluntary delegation of
authority to a human-in-the-loop.

Overall, our empirical data show that within the range of con-
sumer credit that we have been able to analyze, the role of human
expertise and control is still quite extensive and also highly valued
socially, as this statement exemplifies:

“And then, of course, credit institutions have a cer-
tain amount of discretion in their lending decisions,
for both real estate and consumer loans. There are
credit institutions that also place a certain value on
personal decisions. For example, at a recent confer-
ence, a representative of a credit institution said that
even for consumer loans, if the bank employee has a
bad gut feeling and although everything looks good,
he does not want to conclude the loan agreement or
argues against it, the bank will do the same, i.e., the
loan application will be rejected. Although, as I said,
this is more the case with real estate loans than with
consumer loans”. Financial researcher, translated by
authors.

Even more relevant are the influencing factors on humans and
humans in the loop in particular, which we will introduce in the
following.

3.2 Influencing Factors

For the analysis of this case study, we distinguish between determi-
nants and influencing factors. We define determinants as variables
that directly determine the outcome of a decision (often in an if-
then logic with defined weights). Thus, the outcome of the loan
application depends on the assessment of the specific data elements
entered, such as income and repayment history of previous loans.
Influencing factors, on the other hand, are variables that indirectly
influence the outcome of a decision in a less clear, more complex
way. These variables may affect the entire decision process and
may also influence prior decisions made by the same or other in-
ternal or external actors. Such factors include, but are not limited
to, environmental considerations of a political, economic, social,
technological, environmental, or legal nature. In this context, it is
important to consider the individuality of the decision-maker, as
personal factors—particularly social and psychological—can have a
significant influence. This also includes factors that influence the
selection and prioritization of determinants. It is important to note
that, unlike determinants, these factors do not follow a universal
if-then logic. In the following, we focus on the factors that influ-
ence the (according to our findings) most relevant people in the
loop in the context of credit decisions: front-desk advisors, who
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primarily embody the interface and corrective roles [1], and risk
analysts, who primarily ensure the resilience role [1]. However, we
believe that many of these factors are relevant in other contexts
and can be partially generalized. The factors we identified can be
grouped into three levels: the external level, the actor level, and
the technological level of the system.

First, we were able to identify external factors. These are located
on the outer edge of the graph in Figure 1. These external factors
have a more general impact on an organization and its environ-
ment and include societal factors such as the shortage of skilled
labor or the perceived need for greater automation of credit scoring.
In addition, the overall economic orientation and organizational
structure of the credit institution, as well as its assessment of eco-
nomic incentives and the applicable legal framework, also influence
the definition of the framework for possible credit decisions by
front-desk advisors and risk analysts.

Second, at the actor level, we were able to identify a total of seven
factors that significantly influence the decision-making process of
the described Hilos and have a direct impact on the individual
case decision. These factors are graphically represented in Figure
1 as social factors surrounding the two Hilos. They include the
following:

1. Interpersonal contact (front-desk advisors only): Front-
desk advisors are responsible for direct interpersonal contact
with loan applicants, in which they play a facilitating role in
the application process. These interpersonal interactions be-
tween consumers and front-desk advisors can help minimize
potential errors in the application process and account for
exceptional cases that fall outside the automated decision
parameters. Our findings suggest that for complex decisions,
i.e., those involving multiple decision-relevant factors, prior
consumer education, combined with the option of asking
human agents for help with the application, is paramount.

. Decision latitude (risk analyst only): The quality of the
risk analyst’s credit decision depends on the degree of deci-
sion latitude. The decision is influenced by the distinction
between performing a reassessment independent of prior
system recommendations or following automated recom-
mendations. In the context of lending, the scope latitude for
decision making by risk analysts appears to be substantial
and comparable to a reassessment of financial data. How-
ever, it is important to note that this factor does not per se
guarantee improved decision outcomes. Rather, it is criti-
cal that the decision latitude be reflected and consciously
designed to optimize the human-in-the-loop function.

. Understanding of the credit scoring system: The deci-
sion quality of both Hilos is influenced by an accurate under-
standing of the capabilities and limitations of the technical
system that provides the recommendations on the applicant’s
creditworthiness. Knowing, for instance, if the system is rule-
based or based on a trained machine learning model as well
as understanding the implications of the difference (which
was often not the case in our field of study) is imperative
to judge the system’s capabilities. This allows the system’s
recommendations to be more accurately categorized and, if
necessary, challenged.
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Figure 1: Influencing factors for Hilos in the credit lending system

4. Incentives from economic orientation and organiza-

tional: The individual decision of the Hilos is also influenced
by the internal incentive structures of the credit institution.
These can be derived in particular from the organizational
structure. For example, a Hilo’s willingness to take risks may
depend crucially on the variables on which a promotion or
bonus payment depends. If the accuracy of forecasts is more
decisive, a more cautious approach may be taken than if the
total volume of credit granted to the Hilo is more relevant.

. Error culture: The prevailing error culture in a credit insti-
tution can influence the quality of decisions made by front-
line staff and risk analysts. The key question is what is
considered an error in the decision-making process, such as
potential discrimination. This determines which problems
can be addressed and escalated, if necessary. It also plays
a role whether Hilos have to fear serious consequences for
individual wrong decisions, so that they may scrutinize an
individual decision longer and may be less willing to devi-
ate from the automated recommendations if this has nega-

the case of similarities. It should be noted, however, that
under certain conditions, routine can always lead to errors
or even bias due to a lack of reflection in the application of
familiar patterns.

. Understanding of role and profession: In addition, how

Hilos understand their role and profession can influence
how much trust they place in their own assessments (or au-
tomated recommendations) and therefore how often they
deviate from automated preliminary decisions. At the mo-
ment (at least in our impressions of the credit sector), an
ambivalent picture emerges regarding the classification of
one’s own profession: while a majority of voices tend to
emphasize human expertise as central and superior, others
emphasize what they see as the superior “more objective”
recommendations of the automated system. Our findings
suggest that the way in which human loan officers under-
stand their profession is in a state of flux, in part due to
increasing automation.

Third, we identified seven influencing factors that are more directly
related to the technological level of the socio- technical-system.
These are colored green in Figure 1:

tive consequences. Finally, how weaknesses in the decision-
making process are handled is also relevant: are they dis-
cussed openly and improvements are sought collectively, or
is internal criticism of the system undesirable?

6. Experienced behavior: In our interviews with experts, it
became clear that many years of experience, e.g., as a consul-
tant or risk analyst, is viewed positively and valued in credit
institutions. According to these descriptions, the experience
of risk analysts can accelerate the decision-making process
and significantly influence the outcome of a decision, both
positively and negatively. Experience provides guidance in

1. Data base: Credit scoring is based on a wide range of finan-
cial data, including both the applicant’s financial history and
external credit scores. The quality of the underlying data
is therefore critical to the quality of the credit decision. In
addition to content-focused data quality dimensions such as
the accuracy or timeliness of the information, the selection
of data types used is particularly relevant.

2. System transparency & interface design: The trans-
parency of the system and its data processing as well as
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the interface design are also relevant. In order to be able to
adequately process the information about the facts of life, it
must be possible to convert this information into process-
able data points. The quality of the interface design of the
credit scoring system is crucial. In particular, the ability to
represent complex and unusual life circumstances depends
heavily on this design.

. Supervision of the system: System oversight plays a crit-
ical role in the quality of system output. Do the human
supervisors have the necessary technical understanding and
information base to verify the quality of the technical sys-
tem’s recommendations? Is oversight only incidental to daily
interactions with the system, or are specific oversight tasks
performed only at specific times? Is oversight assigned to
specific personnel or performed by staff who interacts with
the system in general?

. Architecture of the system (stochastic vs. rule-based):
The technical design of the credit scoring system also plays
a large role in the effectiveness of human interaction. Sur-
prisingly, some of our interviews revealed that the technical
capabilities of these systems are sometimes significantly
overestimated, even by experts directly involved in the lend-
ing process. This may have a particular impact on the trust
that Hilos place in these systems.

. Special cases & escalation mechanisms: Of particular
importance for the quality of the system’s recommendations,
but also for the trust Hilos places in a credit scoring system, is
its ability to react to special cases and to escalate the decision
to human actors in case of doubt.

. Decision complexity: Automated systems are generally
good at processing large amounts of data. However, the
system design must also be able to map the underlying infor-
mation complexity of a situation. Highly complex decision
systems are also more difficult for human actors to monitor
[41].

. Error management: Finally, how errors in the technical
system are handled is an influencing factor. Are incorrect
decisions made by the system adequately documented, an-
alyzed, and improved? If incorrect decisions made by the
system are not adequately identified, or if such decisions
do not lead to continuous improvements in the system, its
decision quality will stagnate. This can have a particular
impact on the perceived competence of the system and thus
on the willingness to follow its recommendations.

These influencing factors are so relevant because they can also be
understood as levers for influencing the effectiveness of human
actors. Thus, they offer scope for actively shaping and, in the best
case, improving the decision-making system in order to respond to
existing problems and challenges.

4 DISCUSSION

There is a strong discrepancy between the abstract regulatory un-
derstanding of the human-in-the-loop and the messy reality of
(semi-)automated decision systems in complex decision architec-
tures. Our study provides clear added value by reality checking
the abstract understanding of the Hilo and identifying pain points
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regarding their effective involvement. On the other hand, our em-
pirical findings can contribute to a more applied understanding of
the Hilo, by providing evidence for a broader definition and a more
nuanced understanding of Hilo roles as proposed in this work. Pol-
icy makers can use our influencing factors in designing meaningful
control requirements. While some of our findings are tentative
and subject to further testing, we want to discuss them because of
their relevance to the broader field of algorithmic human-machine
interaction and can have important implications, including for regu-
latory approaches. We see four key points to improving the quality
of Hilo requirements and realities.

The first two recommendations relate to addressing epistemic
failures in the design and communication of human-machine inter-
action in both intra-organizational and extra-organizational per-
spectives. The latter two points are derived from certain strengths
which we identified in our case study.

A key finding amongst the influencing factors is rooted in em-
ployees’ lack of understanding of the recommendation systems’
architecture, its exact capabilities, workings, and limitations, and
alongside this, their own role within this architecture also to im-
prove and challenge it. To ensure (partly) automated architectures
work smoothly, (1) the decision architecture must be clear to
those involved in making decisions. Beyond training within
credit institutes to provide employees with this knowledge, we sug-
gest that it would be helpful to appoint an actor to oversee the entire
process and continuously share knowledge with relevant stakehold-
ers. Such an actor seems essential to enable stakeholders to better
reflect and understand their role in the interplay of organizational
dynamics and automation, and to identify potential problems or
opportunities for improvement. Related to this, but a separate ef-
fort, we see greater transparency to customers and their advocates
as a helpful improvement, since our data shows that the customers
responsibility for the workings of the decision systems architecture
is influenced by his entries and thereby his knowledge which data
influences the outcomes (and how). Therefore: (2) The decision
architecture must be made clear to those affected by the deci-
sions. According to banking experts, consumers have insufficient
knowledge of the criteria used in credit decisions. This applies both
to understanding the general relevance of certain criteria and to
identifying which specific criteria influenced their individual case.
Many experts stressed the importance of greater transparency in
the decision-making criteria and improved financial education for
consumers as necessary and beneficial measures. In a very recent
judgement (C-203/22) the European Court underlined this neces-
sity as well, when it found that data processors “must describe the
procedure and principles actually applied in such a way that the
data subject can understand which of his or her personal data have
been used in what way in the automated decision-making at issue”
(Recital 61).

The case of credit lending also provides interesting learnings
from its architectural perspective: The integrated option to escalate
cases to humans (signaled by the yellow light) is a valuable feature
for this very complex field of decision making. This escalation
mechanism is in place for an uncertain recommendation, which
leads to the “four-eyes” principle and escalates the decision from
the front desk to the risk analysis, which ties in with Crootof’s
(extended) resilience role [1]. This built-in function within the
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system to identify cases where deeper human control is needed is
a mechanism that decision makers and system designers should be
aware of as a best practice in decision scenarios that often produce
complex and context-dependent outcomes.

We believe this option should be considered more often in Hilo
scenarios: In cases of uncertainty or other situations, where this
makes sense, (3) machines should be able to call on the humans
in the loop. For many situations also beyond the credit business
scope, it is critical for human-machine interaction that machines
function within certain limitations and are able to fully or gradually
escalate decisions to humans or increase automation depending on
the situation. The question of whether automated decision systems
should be able to independently vary their level of automation
within decision processes is critical to the development of safe
and reliable technologies. This adaptive and flexible automation
allows prioritizing human control and also human accountability
at critical moments, especially when the system detects anomalies
or encounters an uncertain situation, ensuring resilience figure
1]. Finally, (4) the ability to provide exceptions to the use
of automated systems, especially when dealing with non-
standard settings is an important mechanism to consider
from a regulatory and design perspective. These expectations
to bypass the automated system due to shortcomings to address
case specificities in the field of the credit business are allowed and
valued and in our case study occur for example because certain
data cannot be included in the analysis. These exceptions played
an important role in ensuring equal treatment and solutions to
unconventional data inputs representing a living situation of a
customer. In a fully automated system without this ability to allow
exceptions, these cases would most likely have led to inappropriate
decision outcomes.

5 CONCLUSION AND OUTLOOK

In conclusion, the credit business as an important socio-political
field of action provided interesting first results on influencing fac-
tors for the humans-in-the-loop in practice and allowed us to derive
learnings for the normative use of the concept in legislation. In par-
ticular, our findings on the handling of exceptional cases beyond
automation and the problem of a missing decision architecture
overview within the organizations are important contributions to
the discussion on human-in-the-loop implementation. This case
study shows that successful automation requires not only techni-
cal optimization, but also a deeper understanding of the human
roles within these systems, and in particular the implicit knowledge
that humans hold within organizational structures. Building on
Crootof’s seminal circumscription of Hilo-roles, we suggest the
addition of a special case handling role, and argue for a broader
understanding of the existing resilience role. Our research empha-
sizes the importance of looking at decision-making systems, their
technical and non-technical actors, and their interrelationships, and
not just at individual decisions. Our study makes clear that at the
current level of automation in credit lending, human knowledge
and experience are indispensable, especially for exception handling
and error limitation. Automation has potential, but requires a deep
understanding of socio-technical systems in order to not jeopardize
the quality of decision-making. Therefore, for this scenario humans
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remain the central actors in order to recognize the complexity of in-
dividual decisions and to ensure the quality of the decision-making
process. This is not to say that people are always the (better) solu-
tion. Rather, we want to draw attention to the interaction between
humans and machines and emphasize that it is crucial to understand,
utilize, and harmonize the roles and capabilities of both human and
technical actors in order to implement decisions according to the
desired criteria. Processes of human-machine integration could
greatly benefit from informed benchmarking against system design
alternatives (e.g. fully automated vs. partial human oversight),
tailored to relevant success indicators for the respective scenario.
Such an approach was beyond the scope of the present study, but
we encourage future research to utilize the identified influencing
factors in an appropriate construction of benchmarks to respect
dimensions beyond credit default rates.

Increased automation and deeper involvement of Al systems in
the lending workflow in the future were recurring themes in the
qualitative interview data we collected. In our expert interviews,
narratives about future automation painted a rather ambiguous
picture, with voices ranging from enthusiasm and hope, over ac-
ceptance of automation as a given goal, to more worrisome voices.
Something that is noteworthy from our data, is that system liter-
acy does not appear to be widespread in the lending industry yet,
leaving room for misinterpretation of the system’s capabilities, its
limitations, and drawbacks. At this point, the implementation of
further automation, and in particular Al systems, remains uncer-
tain, and it is still unclear what the consequences will be. One
emerging threat we have identified in our research arises from the
central role of data entry. If the automation of lending pushes loan
applicants to become the central and sole actor as data providers,
with less human guidance, support, or intervention from today’s
existing humans in the loop, this could lead to many unforeseen
problems. This constellation could lead consumers themselves to
take on a human-in-the-loop role, giving them more responsibility.

From a regulatory perspective, future regulations, such as the
national implementations of the (EU) 2023/2225 directive on credit
agreements for consumers, will put even more emphasis on human
decision-making and the impact of humans on automated decision-
making processes. Therefore, it is essential to understand the real-
world environments of these decisions, which our paper contributes
to.

As the first of four case studies, we believe this research is promis-
ing as it shows that the assessment of human-in-the-loop figura-
tions can be highly insightful and informative from a research
perspective as well as for policy work. We hope our research en-
courages similar case studies in other regions and fields of human-
in-the-loop scenarios. This would lay the foundation for further
comparative research. We also plan to expand our scope and repeat
our approach to Hilo case studies with different setups, for example
in the field of content moderation or aviation. Looking at different
actor constellations and decision-making processes will be helpful
to develop a more abstract understanding of the influencing factors
and allow us to further evaluate and extend our findings to enrich
the debate about the human-in-the-loop with insights from real life
cases.
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