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Abstract

In this article, we examine the making of research infrastructures for digital research. In line with many

scholars in this field, we understand research infrastructures as deeply relational and adaptive systems

that are embedded in research practice. Our aim was to identify the relevant context factors, actor con-

stellations, organizational settings, and strategies which contribute to the evolution of a basic service

into an actual infrastructure. To this end, we conducted thirty-three case studies of non-commercial

and commercial research services along the research life cycle. By examining how these services

emerge, we hope to gain a better understanding of the conditions and strategies to transform a service

into an infrastructure. We are able to identify competitive disadvantages for publicly financed infra-

structure projects with regard to the mode of implementation and the resources invested in develop-

ment and marketing. We suggest that the results of this study are of practical relevance, especially for

individuals, communities, and organizations wanting to create research infrastructures, as well as for

funders and policy makers wanting to support innovative and sustainable infrastructures.

Key words: research infrastructure; open science; infrastructure development; research life cycle; funding models; digital

science

1. Introduction

Digital communication technologies have proved instrumental in

changing practices across all sectors of society, including academia.

The hope of many researchers and science policy makers alike is

that the Internet will help foster scientific progress and ultimately to

make science more open, that is more inclusive, accessible, and

transparent (cf. Fecher and Friesike 2014; Heck 2021). However,

realizing efforts such as this require concrete policy initiatives be-

hind them, if they are to endure and become part of everyday re-

search practice. To date, many policies tend to focus on getting the

technical aspect of research infrastructures off the ground, such as

the development of major scientific equipment, sets of archival or

scientific data, or communication and computing networks

(European Commission, 2016). As a result, we have seen a plethora

of services emerge in recent years, which stand as a testament to the

firm belief in scientific progress due to technology. While these are a

valuable step in trying to meet new user and stakeholder needs and

thereby integrate into the research life cycle (and, in some cases,

attempt to reconfigure it), we argue in this article that there is more

to research infrastructures than technical black boxes.

Infrastructure studies offer a fruitful perspective from which to

study how technical innovations might generate effects which loop

back upon the social organization of science. Scholars in this field

largely agree that only when a technical service is embedded in prac-

tice, when it becomes ‘invisible’ (Star and Ruhleder 1996; Bowker and

Star 1999), can it be considered part of an infrastructure. In this under-

standing, infrastructures are much more than the technical assemblage

of things; only when these are part of practice, can they be considered

part of the infrastructure. Bowker and Star (1999) refer to the depths

of interdependence between the technical networks and the real work

of knowledge production as ‘infrastructural inversion’ and suggest

that infrastructures become examinable, when they break down. In

this light, the transformative potential of the Internet on scholarly

practice can be seen as an ongoing irritation for routinized academic

work, which offers us an opportunity to study changes in scholarly

practice through the infrastructural lense (Kaltenbrunner 2015).
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In this article, we present the results of an empirical study on the

emergence of research infrastructures for digital science that we con-

ducted as part of a research project funded by the German Federal

Ministry of Education and Research (BMBF). In particular, we are

interested in the relevant environmental (i.e. legal, political, and so-

cial) factors for research services (RQ1), the strategies services apply

to engage users and stakeholders (RQ2), and the typical organiza-

tional characteristics (i.e. team constellation, workflows, and financ-

ing) that services feature (RQ3). To approach these questions, we

conducted thirty-three case studies of emerging services along the re-

search life cycle between March and December 2018. We used desk

research and semi-structured interviews with representatives of these

services (mostly founders, CEOs, and project leads). Our results

shed light on the motivations and logics behind infrastructure devel-

opment and the interdependencies between new technical services

and academic knowledge production. We are able to identify com-

petitive disadvantages for publicly financed infrastructure projects

with regard to the modes of implementation and the resources

invested in development and marketing. The results of this study are

of practical relevance, especially for persons and organizations

which want to create and sustain research infrastructures and for

funders and policy makers who aim to create the conditions for re-

search in the twenty-first century.

2. Conceptual background

2.1 Defining research infrastructures
For the purposes of this article, it is necessary to review the scholarly

discourse on infrastructures and to derive a robust definition for an

empirical investigation. To this extent, we conducted an extensive

literature review drawing from infrastructure and information stud-

ies (see Online Appendix Table 1).

We find that there is a consensus in the scholarly discourse that

infrastructures go beyond the pure material framework and also

take into account social and environmental factors. Bowker and Star

(1999) understand an infrastructure as a practical match among rou-

tines of work practice, technology, and wider-scale organizational

resources. In their understanding, infrastructures are sunk into other

structures of social arrangements and technologies and support com-

munities of practice (cf. Bowker and Star 1998). In that line,

Wouters (2014) defines infrastructures as a routinized and relational

set of human interactions that are multilayered and cannot be con-

structed top-down. This echoes the work of Pollock and Williams

(2010) who argue that infrastructures should be viewed iteratively

over time, as entities with their own biographies and which only

exist in social contexts. The bottom-up nature of infrastructures is

further explored by Blanke and Hedges (2013) who argue that such

an understanding is essential if an infrastructure is to adequately

meet the needs of its users. Edwards (2013) describes infrastructures

as ecologies or complex adaptive systems that incorporate techno-

logical standards, social practices, and norms. Similarly, Hanseth

et al. (1996) propose that infrastructures rely on a degree of stand-

ardization and compatibility if they are to function effectively (see

also Larkin 2013). Drawing on Strauss (1985, 1988), Kaltenbrunner

(2015) describes infrastructures as a result of articulation work, that

is the activity of meshing distributed elements of labor in coopera-

tive settings. He differentiates the production task (e.g. a research re-

port) from the articulation work (i.e. everything that is necessary to

write the report). These settings, as previously described by Schmidt

and Bannon (1992), are increasingly distributed, thus requiring the

kinds of cooperative, digitized support infrastructures that form the

basis of this study.

We suggest that these general conceptions of infrastructures can

be transferred to research infrastructures. Drawing from this, we

proceed from an understanding of research infrastructures as deeply

relational and adaptive systems where the material and social

aspects are in permanent interplay. They are embedded in the social

practice of research and influenced by environmental factors. This

allows us to consider the examined services as infrastructures in the

making, that is they are not (yet) part of research practice but try to

become part of it, and informs our central research interest: by

examining how these services emerge, we hope to gain a better

understanding of the conditions and strategies to transform a service

into an infrastructure.

2.2 Conceptual framework
Three conceptual dimensions appear particularly relevant in the

context of this study and for answering our three research questions:

• Environmental perspective, that is the ecology in which services

operate.

This conceptual dimension relates to the first research question

and thus which and to what extent environmental factors play a role

in the development of an infrastructures for digital science. As adap-

tive systems, it can be assumed that research infrastructures do not

emerge without context and are indeed influenced by environmental

factors. Here, we distinguish between legal norms (e.g. with regard

to data protection) as well as societal and political discourses (e.g.

science policy developments) with regard to the influence of digital-

ization on science.

• Social perspective, that is the practice that services try to

penetrate.

This conceptual dimension relates to the second research ques-

tion, that is the strategies services apply to engage users and stake-

holders. Services must be embedded into the social practice of

research in order to be part of the research infrastructure. In this

context, two large (and occasionally overlapping) groups of social

actors appear crucial to us. These are the actual users (i.e. people

who use a service) and relevant stakeholders (i.e. people who do not

use a service but are directly relevant to its provision). For example,

repositories are used by researchers (i.e. they are the users), but they

are funded by research funders and hosted by libraries (i.e. they are

stakeholders). We assume that both groups are relevant for a service

to become part of practice. Empirically, we are interested in what

practical problems a service wants to solve (i.e. motivation), which

users and stakeholders they address and what strategies they employ

to engage them, i.e. to become part of the practice.

• Organizational perspective, that is the resources that services

have to adapt.

This conceptual dimension relates to the third research question,

that is the organizational characteristics that services feature.

Taking the perspective of technical services, we are interested in the

organizational capacities that a service has with regard to the team

constellation, modes of implementation of changes, as well as the fi-

nancial resources. Thereby, we assume that the interplay between
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the material and the social does not only relate to the relationship

between the service and its (external) users and stakeholders but also

to the internal, social, and material, capacities.

3. Method

This study is part of the BMBF-funded research project DREAM

(Digital Research Mining), which deals with infrastructures for

digital science (i.e. scholarly practices that rely on digital resour-

ces).1 The aim of this study was to better understand the conditions

and strategies to transform a service into an infrastructure. We as-

sume that the transformative potential of the Internet makes it pos-

sible to study infrastructures for scholarly practice insofar as new

services challenge existing infrastructures and seek to become part

of the infrastructure themselves.

To this end, we conducted thirty-three case studies of non-com-

mercial and commercial research services along the research life

cycle between March and December 2018. We used a purposeful,

theoretical sampling, guided by three criteria: size, source of fund-

ing, and functionality. Regarding functionality, we chose cases that

can be assigned to different phases of the well-established research

cycle (cf. Wilkinson 2000; Humphrey 2006). This is to ensure that

sufficient cases are included in our analysis for all practices and

phases in a typical research project. Accordingly, we differentiated

five broad phases (think and plan; discover; gather and analyze;

write and publish; share and impact). Many services in our sample

cover more than one phase. For instance, the service Knowledge

Unlatched offers features for discovering and publishing. We

approximated the size of a service by the numbers of employees

indicated in the interviews and other available information such as

profit and number of users. It was important to include both large

and small services in order to better assess the impact of organiza-

tional resources on infrastructure development. Similarly, it was

important to include both commercial and publicly financed serv-

ices, as the two are subject to fundamentally different operational

conditions (e.g. accountability to a research funder versus account-

ability to shareholders). It has to be said that many services have

mixed business models. For instance, it is quite typical that services

that receive public funds also receive individual payments by cus-

tomers. A table of the cases in our sample can be found in the

Online Appendix Table 2.

We conducted semi-structured interviews with representatives of

the services (mostly CEOs, founders, or project managers). For the

instrument, we converted the aforementioned conceptual categories

into questions. This resulted in three topics:

• Environment (i.e. relevant political and societal discourses, and

legal frameworks),
• Social practice (i.e. motivations, user, and stakeholder strat-

egies), and
• Organization (i.e. team constellation, business model, and tech-

nical implementation).

The personal interviews have resulted in rich, textual data for

the comparative analysis. We used a word-exact transcription of the

interviews for our qualitative content analysis (cf. Mayring 2004).

To this extent, we proceeded from a rough, deductive framework

informed by the aforementioned categories and research interests

and refined the category system through multiple rounds of thematic

coding and coder discussions. In order to establish inter-coder reli-

ability, all interviews were analyzed by two coders, using

MAXQDA. Not all interviewees agreed to allow us to use their

institutions’ names or to publish the full transcripts. In these cases,

we speak generally of ‘service þ number’ and avoid identifiers in

quotations. In general, the results will not refer to the interviewed

persons by name, but to the services they represent.

4. Results

Here, we present the main findings of our research, relating to (1)

environment (i.e. relevant political and societal discourses, legal

frameworks), (2) social practice (i.e. motivations, user, and stake-

holder strategies), and (3) organization (i.e. team constellation,

modes of implementation, and business model).

4.1 Environment
We defined the external context in which the services operate as

their environment, which consists of the legal frameworks within

which it may operate, as well as relevant political and societal dis-

courses. How the service anticipates these influences its ability to be-

come embedded in research practice.

4.1.1 Legal framework

When asked about which legal provisions are of relevance for run-

ning their service, the respondents largely referred to copyright, priv-

acy, and standard licenses. The majority of codes refer to privacy

regulations (forty codes), followed by copyright compliance

(twenty-three codes), and references to standard licenses (seven

codes). The core operational challenge here is presented by different

national legal regimes, to which the services—most of which operate

internationally—must respond. In addition, when it comes to copy-

right, services aim to keep the threshold for sharing material low

and often try to avoid individual licensing solutions by using stand-

ard licenses (e.g. Creative Commons). In order to comply with this

set of legal obligations, research services need to invest in monitor-

ing, compliance, and implementation work, as the interview with

Service 6, a service that offers a unique identifier for individual

researchers, demonstrates:

We do a huge amount of work around privacy. Privacy regula-

tions in every country are different. [. . .] We’ve gone through an

external privacy audit since 2013 to ensure that we’re meeting

international standards. [. . .] We are fully compliant with GDPR,

we also have to look outside of Europe, what are the other priv-

acy regulations that we need to comply with.

4.1.1.1 Service 6. It is noteworthy that the three legal categories

identified are central legal concerns for any web-based service (also

in non-academic contexts). This reveals the digitally enabled nature

of the observed services. As with other web services, a key challenge

is anticipating different legal regimes.

4.1.2 Political and societal discourses

Open science is the dominant theme that the respondents refer to

when asked about the relevance of political developments to their

services. At the time of the interviews, this largely referred to policies

that advocate for open access and open data. Multiple respondents,

for example, refer to transformative open access agreements (e.g.

the German DEAL negotiations between major scientific publishers

and consortia of scientific institutions) and data policies (e.g. FAIR).

When it comes to the geographic scope, respondents refer mostly to

national policies passed by governmental institutions or national
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funders (twelve codes), supra-national policies, such as those passed

by the European Union (ten codes) and institutional mandates at the

level of the library, university, or company (three codes). Many of

the respondents state that they are monitoring policy developments

closely, as these affect their business models. Here for example, a

representative from Altmetric, a service that provides attention met-

rics for scholarly outputs, refers to developments in the realm of re-

search evaluation.

We pay attention in the UK and Australia and Hong Kong, the

Research Excellence Framework type of thing. So in Australia it

is ERA, in the UK it is REF. So the guidelines on how to assess re-

search. Obviously, we want to be the people you go to as a re-

search admin at the university, to get the evidence to write this

case and so you can get the money you deserve.

4.1.2.1 Altmetric. Most services align themselves to open science

and the aforementioned dimensions (i.e. transparency, accessibility,

and inclusivity). Some of the respondents even lobby for open sci-

ence, which can be seen as creating favorable environmental condi-

tions for the service and are thereby beneficial for becoming an

infrastructure. This becomes obvious in the interview with the

Directory for Open Access Journals (DOAJ), an online directory

that indexes and provides access to open access, peer-reviewed

journals:

We have been very much involved in pushing for open access pol-

icies, open access mandates in the European Union, for instance.

At a national level we have been active behind the scenes lobby-

ing for open access policies. We, together with many other organ-

izations, have been quite successful in the last decade to motivate

decision makers to go in the direction of open access and open

science.

4.1.2.2 DOAJ. Interestingly, different understandings of open sci-

ence stand out, especially when it comes to commercialization.

Commercial services describe open science (implicitly and explicitly)

as a business opportunity, whereas some non-commercial services

articulate reservations about the commercialization of open science

and even try to counter it strategically. This becomes obvious in the

following quote from a representative of Dryad, a non-commercial

repository for research data:

Universities and university libraries are concerned about com-

mercial publishers and commercial entities sort of taking over the

research infrastructure space. That’s part of what we are trying

to combat with this new partnership with [name of a non-profit

service] is how do we make nonprofit infrastructure that is more

aligned with values of academia?

4.1.2.3 Dryad. On the one hand, the results show how closely digit-

al science is associated with Open Science by the interviewees. On

the other hand, the results show a divergence in what is perceived as

open science. In particular, non-commercial services are dedicated

to the early activist understanding of open science as articulated in

the Berlin Declaration in 20032 or the Budapest open access

Initiative in 2002.3 They often see open science as liberation from

commercial interests. Commercial services, on the other hand, relate

to open science as a practice (e.g. sharing data, making articles open-

ly accessible) and not necessarily to the underlying ideologies.

4.2 Social practice
For services to become infrastructures, they must be embedded with-

in the social practice of research. Accordingly, our aim here was to

identify how exactly services intend to become part of research in-

frastructure, that is which motivations they have and what strategies

they employ in order to engage users and stakeholders.

4.2.1 Motivations

We found that interviewees referred to eight different types of moti-

vations. It is noteworthy that many of the motivations relate to the

aforementioned open science dimensions, that is accessibility (e.g.

access), inclusivity (e.g. dissemination and collaboration), and trans-

parency (e.g. transparency). Beyond that, the motivations mirror ef-

ficiency (e.g. orientation) and research governance considerations

(e.g. compliance, recognition, and efficiency). These motivations are

further delineated in Table 1.

When asked about their motivations, almost all respondents

refer to potential improvements in the scientific workflow through

the adoption of digital technologies. For example, they refer to bet-

ter access to articles through platforms, increased transparency

through archiving data, and better ways to disseminate results

through social media formats. In many instances, they contrast the

added value of their services with the deficits of established

Table 1. Subcodes for ‘Motivation’.

Motivations (#codes) Explanation Example

Access (thirty-five codes) Providing or improving access to research outputs Supporting open access to research articles

through repositories (e.g. EarthArXiv, DOAJ)

Dissemination (thirty-one codes) Disseminating research outputs to different publics Supporting new formats for research communica-

tion (e.g. Browzine)

Transparency (eighteen codes) Increasing the comprehensibility of the research process Facilitating data storing and management (e.g.

figshare)

Orientation (thirty codes) Filtering and providing an overview of research topics Curating open access journals (e.g. DOAJ)

Compliance (twelve codes) Supporting the compliance to rules and regulations Providing structured guidelines for data sharing

(e.g. Service 6)

Recognition (seventeen codes) Providing recognition for alternative outputs Using alternative metrics for practices and out-

puts (e.g. Altmetrics, Publons)

Collaboration (thirty-eight codes) Facilitating collaboration among different actors Providing tools for sharing and communicating

(e.g. Paper Hive)

Efficiency (thirty-three codes) Increasing the efficiency of the research process Mining content from large amounts of data (e.g.

moving)
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infrastructures. This shows that, in part, services are competing

against established players and seek to replace them. This becomes

obvious in a statement from the representative of Service 1, a journal

management and publishing system that has been developed to sup-

port open access publishing.

You hand over the finished articles to publishers, including all

rights. The publisher prints and distributes, so the rights are

gone. The state basically paid twice, for paying the people who

do the editing and for the libraries that buy the articles back. On

the Internet, researchers have the opportunity to do this

themselves.

4.2.1.1 Service 1. The motivations are of importance here because

they show where the services see problems in current practice and

thus how they justify their raison d’être. In many cases, services pos-

ition themselves against other, already established services and in

some cases even articulate a need to replace them.

4.2.2 Users and stakeholder strategies

Discovering how these motivations are translated into a strategy

required identifying users and stakeholders and the activities

designed to engage with them and meet their needs. It is important

to distinguish between users and stakeholders when analyzing strat-

egies, because user strategies tend to refer to technical adaptation

needs (i.e. making a service useful), whereas stakeholder strategies

tend to refer to outreach activities and customer relations (i.e. mak-

ing a service accepted). Based on the responses, we identified eight

user and six stakeholder groups (see Fig. 1). It became clear that

researchers are by far the most important user group, bearing in

mind that there are potential overlaps between the researchers and

authors categories. The most important stakeholder groups are cus-

tomers and data providers. The latter has potential overlaps with

the other service category and shows how important other technical

services and their APIs are for a service (e.g. Altmetric uses the

Facebook and Twitter APIs to build an impact metric).

To a certain extent, the illustration of users and stakeholders

provides a map of the relevant actors for digital research infrastruc-

tures. It shows that, in addition to the actors already expected, the

platform and cloud services play a significant role in the making of

research infrastructures and that services relate to other services out-

side of the academic sphere.

We identified eight strategies implemented by the services to

adapt to user needs. We differentiated these between pull (i.e. when

a service reaches out to users or monitors their behavior), push (i.e.

when users reach out to the service), and dialog strategies (i.e. when

user and service engage in a dialog)—see Table 2.

It is noticeable that services use different strategies at the same

time to ensure usability. In addition, it can be stated that both, more

digitally enabled (e.g. data analytics to monitor user engagement)

Figure 1. Users and stakeholders.
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and analog methods (e.g. advisory boards), are used together. It is

noteworthy that many of the strategies make use of typical software

development practices (e.g. data analytics, prototyping, and feed-

back systems). In addition, we find the teaching formats of interest

because they illustrate how services anticipate that users may need

to adopt newer practices. The effort required to respond to user and

stakeholder needs is reflected in a quote from a representative

Service 3 which supports users in text and data mining activities:

If the customers are still interested, there will be another very in-

tensive discussion, in which we really discuss all features and go

into the contractual details, so that everything is really transpar-

ent and clear. The customers can then do a training session. We

currently offer a basic training course, which ideally takes place

before commissioning. As soon as the installation has gone on-

line, after a while we offer intensive training in which individual

questions can be answered.

4.2.2.1 Service 3. We find the stakeholder strategies particularly

intriguing because they demonstrate what a service is doing in order

to become interwoven with the research environment. We identified

four different strategies to engage stakeholders (see Table 3).

Non-commercial services articulate problems in engaging stake-

holders due to a lack of resources. Both for-profit and non-commer-

cial services attempt to influence discourses in their favor (i.e.

awareness work). The largest category, mediation work, shows that

services go to great lengths in order to connect and translate be-

tween different stakeholder groups which are considered relevant to

the service. These are generally users and customers (e.g. researchers

and librarians at an institution), between a service and other services

(e.g. to be technically connectable), and finally between the pro-

grammers and users (e.g. in order to match technical possibilities

with user requirements). The latter illustrates the negotiation of the

technically possible with the socially desired as indicated in the

working definition for infrastructure. This becomes obvious in an

excerpt from an interview with a representative from Knowledge

Unlatched, a platform that supports open access to books:

I was with a team of very young developers, they all knew about

the latest technologies and of course, they wanted to use these

technologies, because that is most interesting for them [. . .]. That

was a challenge, because these designers and front-end develop-

ers; they all wanted to have some fancy moving buttons. When

we asked librarians to login and to use it, they were like, what is

this? They have no idea, give me an Excel sheet, and I’ll do it.

4.2.2.2 Knowledge unlatched. It becomes apparent that, in addition

to the research communities as the biggest user group, other actors

are of great relevance for the services—for example, because they

guarantee the technical operation (e.g. data providers) or grant fa-

vorable institutional conditions (e.g. research institutions and re-

search libraries). Furthermore, remarkable differences between

commercial and non-commercial services can be seen, in that non-

commercial or publicly funded services in particular articulate a lack

of resources for outreach and implementation.

4.3 Organization
Here, we focus on the internal aspects of research infrastructures, in

particular the roles that organizational design, team background,

financing models, and technical adaptation play for the emergence

of an infrastructure.

4.3.1 Team constellation

The services that we observed typically employ staff members with

specific skills, either in information management, such as librarians

(nine codes) and information scientists (three codes), researchers

with field-specific knowledge (fifteen codes), developers (twenty-

three codes), data scientists (eight codes), and sales and marketing

staff (twelve codes). Furthermore, a common feature of the team

constellation is decentralization—that is the involvement of volun-

teers and the employment of freelancers. These external team mem-

bers are described by many as indispensable for the functioning of

the services (e.g. Pre-prints or DOAB), and make it possible for the

service to react to demands situatively and still remain operational.

For-profit services emphasized the importance of having a strong

technical team, and several claimed that at least one-third or even

half of their staff has technical skills and a technical background.

Both non-profit and commercial services acknowledged the import-

ance and difficulty of finding skilled staff, particularly developers:

One of the problems we have had is that it is always hard to have

sufficient developers. People have a lot of demands on a service

naturally. They start using it, they like things, they have ideas for

how they would like to innovate and it is hard to always have

sufficient developers and to be able to offer people everything

they would like.

4.3.1.1 DCC. In contrast to non-commercial services, for-profit

entities described sales teams as an important part of their staff.

These teams help the service to adapt by ensuring they are able to

fulfill user and customer needs, thereby deepening their ability to

embed themselves into the research practice. There are also indica-

tions that non-commercial services struggle to recruit staff who have

technical expertise. This may be due to the fact that the salaries in

non-commercial services (which are mostly based within scientific

institutions) are typically lower than those in the private sector and

that there are limited reputative gains for infrastructure work in

academia.

Table 3. Strategies to anticipate stakeholder needs.

Strategy (# codes) Explanation

Customer outreach (8) Building a relationship with existing or poten-

tial customers

Monitoring work (16) Observing a political, legal, or societal dis-

course that is relevant to the service

Awareness work (14) Influencing a discourse by raising awareness of

the problem that the service was created to

solve

Mediation work (18) Mediating between different stakeholder

groups (e.g. libraries and policy makers)

Table 2. Strategies to anticipate user needs.

Type of strategy Strategies (# codes) # codes

Pull Data analytics (14), prototyping (9), user sur-

veys (18)

41

Push Feedback systems (32), support team (7) 39

Dialog Teaching and training (12), advisory boards

(3), lead users (9)

24
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4.3.2 Business models

Regarding the business models, we broadly distinguish between ra-

ther non-profit and profit-oriented services. Among non-profit serv-

ices (sixty-six codes), we differentiated between those who received

institutional funding (eighteen codes), public funding (seventeen

codes), charged fees (five codes), accepted donations (eight codes),

and services that were exclusively financed by the founder/s (four

codes). Profit-oriented services (forty-nine codes) included subscrip-

tion models and licensing (twenty-six codes), individual payments

(five codes), and private investments (thirteen codes) as their funding

sources. Most services have mixed funding models, or at least

emphasized the intention to seek other/additional sources of

funding.

The fact that there are typically no sales employees for non-com-

mercial services could have something to do with the funding logic

of many public research funders, who do not provide funds for hir-

ing staff with this type of skills for the duration of a project. The

lack of funding opportunities and short-term nature of public fund-

ing was mentioned by several of the services that depend on public

funding, as the quote from DRYAD shows:

[. . .] currently there’s just sort of the grant model, temporary

funding that is designed to do some special project and then it

ends and you’re left with no means for continuing the work

4.3.2.1 DRYAD. Access to initial seed funding was common to both

types of entities, but while non-profits often received initial funding

from public funders, profit-oriented services often relied on invest-

ments from external companies in their startup stages. Several serv-

ices started with seed investment (e.g. Tetrascience) and angel

investment or were part of a startup incubator. The issue of sustain-

ability for services that receive public funding is notable. There

appears to be a need for follow-up funding that has not been satis-

factorily addressed by research funders. Strategic partnerships are

another feature of the organizational design. In some cases, strategic

partnerships led to services becoming merged (e.g. Sharelatex,

Dryad, and the Dash platform) or were partly acquired by a larger

service (e.g. figshare by Digital Science).

4.3.3 Technical implementation

We are able to differentiate two modes of technical implementation:

phased and iterative implementation. Phased implementation (six

codes) describes an approach that begins with the users, that is

screening their needs and then building the service accordingly.

Iterative implementation (fifteen codes) is a process whereby user

needs are constantly screened and adaptations are continuously

made. Generally, we observe that it was mainly non-commercial

services which used the phased implementation approach, whereas

for-profit services exclusively referred to iterative implementation.

Below, in Table 4, there are two example quotes, the first referring

to iterative implementation, and the second to phased

implementation:

We consider this to be an important result, since it seems to re-

flect the funding logic of many non-commercial services, who typic-

ally expect implementation in consecutive work packages, whereas

for-profit services appear to have to search for exposure earlier and

permanently. This, we suggest, may further limit the adaptability

and thereby competitiveness of non-commercial services.

5. Discussion

In our observations, it became clear that open science is the domin-

ant discourse to which new online services for research refer. They

use open science as an umbrella term to describe possible solutions

to what they perceive as the shortcomings of the established system

and infrastructures of the scholarly research life cycle, such as a lack

of access to articles and the lack of recognition for alternative schol-

arly outputs (cf. Fecher and Frieske, 2014). What differs, however,

are the services’ responses to this discourse: although open science

was initiated as a movement against the commercialization of re-

search, it has been anticipated as a business model by many of the

commercial services we observed. Meanwhile, non-profit services

see open science as a set of principles, which framed an activist ap-

proach to research support. This finding echoes critical voices that

have pointed to the appropriation of open science by commercial

players (cf. Mirowski 2011).

The differences between commercial services and non-profit

services permeated almost every aspect of their responses to their en-

vironment’ (e.g. which public debates they participate in), how they

engage with users and stakeholders, and how they implement

changes. For instance, it is noteworthy that commercial services de-

vote more resources to marketing and sales. Non-commercial serv-

ices, on the other hand, articulate a lack of resources for marketing

and sales. The distinctions between commercial and non-commer-

cial services were also clear in the observations related to organiza-

tion: Both types of services followed a fairly straightforward version

of a decentralized digital service and both place similar importance

on the need to hire staff with strong technical backgrounds.

However, non-commercial services report that they do not have the

resources to hire highly qualified programmers on a long-term basis.

Further, non-commercial services often adopt phased implementa-

tion, possibly due to the funding logic of many public research

Table 4. Iterative implementation versus phased implementation.

Iterative implementation (commercial services) Phased implementation (non-commercial services)

‘[The] alpha version of the extension was available in the middle of

February, so six weeks. And we’ve been iterating since then. So it’s

kind of a continuous process, but it took another three months before

the Web Library was ready for example. So I suppose, yeah, so it’s

been in continuous development since January this year. We’ve just

pushed an update today in fact to the Chrome Store. So there’s an

updated Chrome extension with a few new features, and the API is

continually being developed and updated. We have a continuous re-

lease cycle, so pretty much every day a new release goes up’.

‘We have had a very extensive empirical phase in which we have con-

ducted interviews with our stakeholders, or representatives, as it were.

We then modeled the use cases from these stakeholders. We had an ab-

stract idea what it should be about, which of course was also described

in the project planning and then in this first phase we actually con-

ducted interviews with teachers, students and auditors. These were

practically qualitatively evaluated and then the use cases were

modeled’.

Scholarcy Moving
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funders. Commercial services generally adopt an agile implementa-

tion logic, possibly to be responsive to changing market needs.

Herein, we see a severe competitive disadvantage for non-com-

mercial services. We suggest that there are three reasons for this: the

first might have something to do with the phased implementation

logic of public research funders, which restricts the capacity of a ser-

vice to adapt to user needs. The second is a general lack of resources

for hiring highly skilled staff, which puts non-commercial services at

a disadvantage in a competitive market, and the third is a short-

funding runway, which makes it difficult for non-commercial serv-

ices to plan for future continuation. The implications of these three

factors might be that in a competitive landscape, it is the commercial

services, and their market-driven approach to open science, who

have a better chance of embedding themselves in the research life

cycle, and thereby co-shaping the scientific practices of the future.

6. Conclusion

In this research paper, we examined the making of research infra-

structures for digital science, that is the relevant environmental fac-

tors, the strategies deployed to penetrate practice, and the

organizational conditions necessary for a service to become part of a

research infrastructure. We defined infrastructures as deeply rela-

tional and adaptive systems where the material and social aspects

are in permanent interplay and which are influenced by environmen-

tal factors. The ways in which the services respond to these environ-

mental factors and anticipate user and stakeholder needs create

effects that might loop back into the overall social organization of

science. It can be seen in our study that the services position them-

selves against shortcomings of the established infrastructures with

regard to the access and transparency of research or the dissemin-

ation and curation of results online. In this regard, the study of

emerging infrastructures might provide us with a glimpse into the fu-

ture of an increasingly ‘open’ academic value creation.

At the same time, however, many services hold ties to established

infrastructures, including mergers and acquisitions by the estab-

lished publishers. In addition, the non-agile funding logic of public

infrastructures and the limited financial possibilities of public insti-

tutions for highly trained staff could mean competitive disadvan-

tages for publicly funded services. It therefore remains to be

assumed that although the range of available services will change,

the dominant players for research infrastructures may remain un-

changed with digitization. This might explain why some scholars see

open science as a neoliberal project in which market logics define

the shape of research and non-lucrative services (e.g. for niche com-

munities) are neglected (Mirowski 2018). In this respect, the de-

pendence on commercial research infrastructures seems to be

reproduced for digital science. If there is an interplay between re-

search policy developments and research infrastructures, and if pub-

lic funding for infrastructure works do not take community needs

sufficiently into account, then certain communities who coalesce

around non-commercial services risk being left out of research pol-

icy debates. The risk of funding logics contradicting infrastructure

logics, especially for digital services, increases as the relative domin-

ance of commercial services grows (cf. Morris and Rip 2006; Fry

et al. 2009; Lilja 2020). Although our study is limited in terms of

the cases studied and the depth of survey, it gives reason to critically

reflect on public research infrastructure investments, for instance by

revising funding policies and increasing incentives for highly skilled

non-research staff. It appears sensible to us to revive infrastructure

research as a meta-scientific field of research especially now, in a

time of transition to an increasingly digital ecosystem for scholarly

work. This could help to ensure that public funds are used sustain-

ably and moreover help to understand how possible futures of aca-

demic work might look like. Future, and in our eyes highly relevant,

research questions could, for instance, concern the increasing inter-

connectedness and dependence on platforms, the long-term success

of public infrastructure funding, and new governance models for

critical infrastructures.
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