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PANEL 3.1

Security by Design/Privacy  
and Data Protection by Design
Privacy and Data Protection by Design: A Critical Perspective

Jörg Pohle
Alexander von Humboldt Institute for Internet and Society, Berlin, Germany 
Email: joerg.pohle@hiig.de

N either the political debate nor the legal debate nor the engineering debate properly 
reflects upon the essential contestedness of the underlying concepts of privacy and data 
protection. Talking about privacy and data protection by design without clarifying what 

is meant by “privacy” or “data protection” misses the point as much as talking about “democracy 
by design” without specifying which concept of democracy—direct, representative or semi-direct, 
parliamentary or presidential, just to name a few—is meant. Without such clarification, one cannot 
reasonably expect that privacy or data protection built into technical systems meets one’s own ex-
pectations, those of the lawmaker of a particular law, the general public, or any other stakeholder, 
and will be accepted as being compliant with the applicable laws.

I. INTRODUCTION
In a talk on the first conference of our series, Ira Rubinstein sharply criticized the EU General Data 
Protection Regulation (GDPR) for its lack of clarity about both the very meaning of the data pro-
tection by design provision (Article 25) and “what steps a controller or processor should take to 
ensure compliance” (Rubinstein 2018, 106). On the other side, his description of the “five models 
of privacy by design” he identifies may create the impression that the engineering community is 
much clearer in what they mean and what is to be done than the legal community.

I want to take up at this very point and show that a similar critique can and should be formulated 
regarding the engineering side of the privacy and data protection by design field. If one looks into 
both the debate among engineers and between engineers and—amongst others—lawyers, the central 
question is what really is identified as being at stake if different parts of the engineering community 
talk about “privacy” or “data protection.” While among themselves they are often pretty clear about 
what they mean and at times even very formally define the terms and concepts they use, this does not 
translate to their external communication, e.g., vis-à-vis lawyers or the general public, where they usu-
ally don’t clarify that they have redefined terms like “privacy” or “anonymity, making them essentially 
incompatible to both the legal and the general public’s understanding and use of these terms.

In the end, I will draw some conclusions on how to move forward and find a way to a common 
understanding of the problems at hand, leading to a mapping of existing engineering approach-
es and technical solutions to legal regimes and requirements, and to identifying gaps in the cov-
erage and areas of further research and development.
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II. PRIVACY AND DATA PROTECTION AS AN ESSENTIALLY CONTESTED CONCEPT
Although this has only been proven for privacy (Mulligan, Koopman, and Doty 2016), data pro-
tection is also what Walter Gallie termed an “essentially contested concept” (Gallie 1956). There 
is no agreement in the scholarly or political debate on the countless aspects that are essential for 
understanding the problem and for developing solutions (Pohle 2018). Even at the level of de-
termining the range of phenomena to be assessed, there are massive discrepancies between the 
descriptions, classifications, and explanations provided by different parties, ranging from inter-
personal relationships to the structural conditions of modern, functionally differentiated society. 

It is therefore not surprising that there is also no agreement on what is to be protected—almost 
everything has been brought forward in the debate: individual needs, interests or rights, group or 
societal values, or structural characteristics of societies. The same applies to the possible reasons, 
triggers, or amplifiers of the hazard to the protected goods concerned and the harms associat-
ed with them. Virtually the only aspect that has seen a large majority gathering behind the same 
thing is the object of protection: “personal data” or “personally identifiable information”; even if 
there is both a dispute about its suitability and a dispute about its very meaning. 

The regulatory architecture, on the other hand, is again fundamentally controversial: proper-
ty-oriented approaches compete with contract-oriented ones, collection- or processing- with 
flow-oriented approaches, procedural with substantive ones, law- with market- or with technolo-
gy-based approaches, and ones imposing duties on controllers with ones empowering data sub-
jects. And last but not least, countless different identifiers are in use: (computer/information/data) 
privacy, data protection, (informational) personality rights, even (informational/digital) intimacy, or—
although apparently not fitting well into this series—surveillance. This hodgepodge of names, areas 
of phenomena, and theories of explanation, unbelievable as it may seem at first sight, has produced 
myriad laws, each of which asserts a claim to validity and compliance. And even if there appears to 
be a consensus on a particular legal text, e.g. the GDPR, the very contestedness of the underlying 
values, theories and understandings resurface in its interpretation and application to specific con-
texts, situations, and information processing practices. More and more of these laws contain provi-
sions demanding to implement privacy or data protection into technology—“privacy by design” or 
“data protection by design,” “privacy engineering,” “privacy-enhancing technologies”—and those 
approaches and technologies then inherit their originating concepts’ contestedness.

III. THE INFLUENCE OF THEORIES AND CONCEPTS ON THE DESIGN OF TECHNOLOGY
In order to better assess the field of privacy and data protection by design, there is much to be 
learned from the security field because they operate under very similar circumstances and con-
ditions. The central goal of security engineering is to design and develop secure information 
systems. What looks like a straightforward goal is—truth be told—a complex issue (Schneier 2004, 
Anderson 2008). It’s well known in the IT security field what Bruce Schneier once said about claim-
ing to have a secure product or a product producing security:

Inevitably, these claims are naı̈ve and simplistic. […] The first questions to ask are: “Secure from 
whom?” and “Secure against what?” (Schneier 2004, 12)

Systems are not secure in an absolute sense but only against specific threats, attacks, and at-
tackers. It’s not that these systems are faulty, but that their design is based on conscious or uncon-
scious assumptions and design decisions by the systems’ designers. These decisions are about 
what threats are to be handled by the system and about what kinds of attacks the system is going to 
prevent or ignore They are dependent upon how much experience the designers have, but more 
importantly upon how much the designers know about the specific contexts where the system is 
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going to be deployed and operated. And especially relevant for issues like privacy or data protec-
tion is which theoretical understanding, ideological concept, or legal regime regarding privacy and 
data protection the designers take as a basis for their design decisions.

IV. MISSING THE TARGET—EXAMPLES ON THREE DIFFERENT LEVELS
The following section provides some examples that shed light on the consequences for the design 
and implementation of technical means and measures for protecting privacy, against surveillance 
or for data protection.

A. Different theories and understandings
There are myriad different, partially overlapping, partially contradictory privacy theories and frame-
works that approach privacy in different ways, from different perspectives, and with different goals.

Some scholars see privacy as just another word for secrecy (e.g., Schneier 2004) while some 
equate privacy with confidentiality (e.g., Ware 1967). Alan Westin’s definition of privacy refers to 
the individual’s, group’s, or organization’s control of the dissemination of information about them 
(Westin 1967). Bernhard Hoffmann defined the goal as “preserving the original context” (Hoff-
mann 1991), while Ferdinand Schoeman conceptualized privacy’s function in a similar vein as to 
“maintain the integrity of different spheres of life” (Schoeman 1992), which Helen Nissenbaum 
later reformulated as “contextual integrity” (Nissenbaum 2004). Ruth Gavison argued that privacy 
should be seen as accessibility to the individual (Gavison 1980), while others argue for privacy 
as a matter of fairness in the processing of personal information (e.g., US Department of Health, 
Education, and Welfare 1973; Rotenberg 2001), respect (e.g., Benn 1971; Parent 1983), interper-
sonal boundary regulation (e.g., Petronio 2002; Palen and Dourish 2003) or due process (e.g., de 
Vries 2013). Each of these understandings demands very different approaches, technical designs, 
and techniques when being implemented into IT systems—e.g., equating privacy with secrecy 
demands an all-or-nothing approach to the protection of privacy and a factual prevention of the 
processing of personal data, while other concepts formulate requirements on how and for which 
purposes personal data may be collected, processed, and used.

But there are not only privacy theories competing for the most convincing explanation of mod-
ern-day information practices’ consequences for individuals, groups, organizations, and society. 
After the early German discussion about the privacy problem threw the term “privacy” and the 
public-private dichotomy into the dustbin of history (Pohle 2016), Adalbert Podlech defined data 
protection as “setting and enforcing the conditions under which the information practices of a 
given society may be acceptable for all parts of that society” (Podlech 1976, 313). Surveillance 
studies scholars also focus on analyzing real-world information practices, sometimes with and 
sometimes without taking any pre-scientific assumptions about privacy as the subject of protec-
tion (e.g., Lyon 2003; Marx 2015). Both of these concepts defy an easy mapping to design pat-
terns, technical building blocks, or code snippets.

There are huge differences with respect to the means, including the technical means, for pro-
tecting privacy or the values it serves: from access control mechanisms (e.g., Hung 2005) to infor-
mation flow control measures (e.g., Ortmann, Langendörfer, and Maaser 2007), from allocating 
control options to data subjects (e.g., Lazaro and Le Métayer 2015) to imposing duties like pur-
pose-binding onto data holders (e.g., Massacci and Zannone 2004), from data minimization (e.g., 
Antignac, Sands, and Schneider 2017) to simply using computers instead of people to process 
data (e.g., Posner 2005), from educational programs and privacy icons or labels (e.g., Hansen 
2009; Kelley et al. 2009) to protection goal-based operationalization (e.g., Hansen, Jensen, and 
Rost 2015). Many scholars treat anonymity as a means for achieving privacy (e.g., van Rossum et 
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al. 1995), some as a broken means (e.g., Ohm 2010), while others treat them as disparate con-
cepts (e.g., Shmatikov 2011). A majority of scholars still treat sensitivity as a property of informa-
tion (e.g., Bing 1972, Ohm 2015), while this has long been refuted (e.g., Miller 1969, 1188) and 
called a fiction (Simitis 1990). Depending on the design goals as defined by the different theories 
and understandings, each means might be necessary and sufficient, or just helpful, or even coun-
terproductive to and undermining the issue at stake.

Maybe the shortcomings of the engineering debate on privacy and data protection by design 
can best be seen in the very widespread equation of “privacy of data” and “privacy of people” in 
publications by engineers and software developers.

B. Misidentifying the applicable law
While compliance to the applicable law is mandatory for public and private parties, compliance 
to non-applicable law—or even non-legal sets of norms or standards—is irrelevant and cannot be 
used for justifying non-compliance with the applicable law. Data holders, or controllers under the 
GDPR, therefore need to know which legal regime or particular law was used as a reference for 
eliciting legal, organizational, and technical requirements in order to assess whether or how far a 
particular IT system would make or help them to be compliant.

Identifying the applicable law seems to be hard for engineers. For more than one decade, 
European requirements for engineering projects referred to the EC Data Protection Directive of 
1995 for eliciting legal requirements in order to translate them into technical requirements before 
Kiyavitskaya, Krausová, and Zannone (2008) explained to them that EC directives are not applica-
ble laws—they address Member States, demanding from them that they implement the directives 
into national laws that only then would be applicable. In the US, the Health Insurance Portability 
and Accountability Act’s (HIPAA) Privacy Rule played a quite comparable role in the discussion 
on designing information systems with legal compliance in mind—over time, it became more or 
less the single point of reference for legal compliance, often used interchangeably with “legal 
requirements” (e.g., Massey et al. 2010).

In the engineering community’s international debate, the problem is even bigger: many privacy 
engineering and privacy by design approaches take either the Fair Information Practice Principles 
(FIPPS) (cf. U. Department of Health, Education, and Welfare 1973; e.g., Dennedy, Fox, and Finneran 
2014) or—less often—the OECD Guidelines on the Protection of Privacy and Transborder Flows of 
Personal Data (e.g., Čas 2005) as their basis, while selling the systems then built as compliant to all 
privacy and data protection laws. The particular shortcomings of these approaches with regard to 
applicable laws are seldom addressed (the few exceptions include Cavoukian 2000 regarding the 
applicability of the OECD Guidelines and Grimm and Roßnagel 2000 criticizing the Platform for 
Privacy Preferences Project’s (P3P) very poor compatibility with provisions in applicable laws).

Last but not least, there are a huge number of privacy and data protection by design approach-
es, design patterns, technologies, components, and other building blocks based on undisclosed 
requirements or ones with no, unclear, or questionable provenance, or which seem to be made 
up out of thin air. It is therefore virtually undecidable for any of these approaches or technologies 
whether they would be of help for data holders or controllers to comply with and to demonstrate 
compliance with applicable laws.

C. Conceptual differences regarding particular aspects
In addition to the more general mismatches between different theories, understandings, and 
laws, there are also conceptual differences in various details and particular aspects.

For example, the engineering debate on anonymization techniques in the statistical disclosure 
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community focuses on third-party attackers only, contrary to e.g., the data protection law’s focus 
on the data holder itself as an attacker. In addition, data protection law does not differentiate 
between confidential and non-confidential, or vulnerable and non-vulnerable data, as the engi-
neering debate does, regarding the scope of the law’s application (Hölzel 2018). A similar mis-
match can be seen regarding differential privacy that protects only against true identification, but 
not against false identification, while the GDPR makes no such difference, “otherwise the right to 
rectification in art 16 GDPR would be pointless” (Hölzel, 2019). The consequence of a mismatch 
between the legal and the engineering debates cannot be to simply declare the engineers’ un-
derstanding of the issue preferable, as Nissim and Wood (2018) do with regard to the anonymiza-
tion debates.

Another example is some scholars’ assumption that one would not fall under the law if the pro-
cessing of personal data is done on the user’s device and the personal data does not leave this 
device (e.g., Hartzog 2009; Holtz 2010), while the law clearly defines the controller as the one who 
“determines the purposes and means of the processing of personal data” (Article 4.7 GDPR). This 
belief in user-centric computation as a solution is quite surprising if one considers that already in 
the DRM debate, it became clear that the processing’s location and the control over the purposes 
and means of processing may easily differ substantially.

V. HOW TO MOVE FORWARD
In order to move forward in building common approaches for cybersecurity, privacy, and data pro-
tection in a globalized world, I would like to propose the following research and work program.

First of all, we need to accept the essential contestedness of privacy, surveillance, and data pro-
tection and therefore refrain from hiding behind the veil of ambiguous terms and instead clarify 
what is meant specifically if we use particular terms.

Secondly, we should start in earnest to translate legal requirements—or requirements from 
non-legal theories and understandings—into a language that engineers understand. This transla-
tion effort would first of all be an obligation on the part of the legal and social science community 
in order to ensure that the source language is well understood.

Third, we need to identify and clarify—and preferably prove, e.g., using certification mecha-
nisms—which legal and non-legal requirements are to which extent addressed by particular tech-
nical design approaches or fulfilled by particular design patterns, technologies, components, and 
other building blocks. To provide for this would be an obligation of the engineering community.

Fourth, in order to move from theory to practice, we need to map the field of legal and non-le-
gal requirements and technical implementations in order to provide data holders and controllers 
with trustworthy information on viable solutions and best practices, but also limitations that need 
additional measures to be taken in order to be compliant with applicable laws.

Finally, we would then be able to use the map to identify gaps in the existing technology’s 
coverage of legal and non-legal requirements and push research and development in this field in 
order to close the identified gaps in the near future.
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